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1. Model Description 
 

The hydrodynamic model used in the Macleans Nose solids waste deposition modelling report 

(Mowi Scotland Ltd., 2022) was RiCOM (River and Coastal Ocean Model), a general-purpose 

hydrodynamics and transport model, which solves the standard Reynolds-averaged Navier-

Stokes equation (RANS) and the incompressibility condition, applying the hydrostatic and 

Boussinesq approximations. It has been tested on a variety of benchmarks against both 

analytical and experimental data sets (e.g. Walters & Casulli 1998; Walters 2005a, b). The 

model has been previously used to investigate the inundation risk from tsunamis and storm 

surge on the New Zealand coastline (Walters 2005a; Gillibrand et al. 2011; Lane et al. 2011), 

to study tidal currents in high energy tidal environments (Walters et al. 2010) and, more 

recently, to study tidal energy resource (Plew & Stevens 2013; Walters et al. 2013; Walters 

2016) and the effects of energy extraction on the ambient environment (McIlvenny et al. 2016; 

Gillibrand et al. 2016). 

The basic equations considered here are the three-dimensional (3D) shallow water equations, 

derived from the Reynolds-averaged Navier-Stokes equations by using the hydrostatic 

assumption and the Boussinesq approximation. The continuity equation for incompressible 

flows is: 

𝛻 ⋅ 𝑢 +
𝜕𝑤

𝜕𝑧
= 0      (1) 

where u(x,y,z,t) is the horizontal velocity vector, w(x,y,z,t) is the vertical velocity,  is the 

horizontal gradient operator, and z is the vertical coordinate. The momentum equation in non-

conservative form is given by: 

𝐷𝑢

𝐷𝑡
+ 𝑓�̂� × 𝑢 +

1

𝜌0
𝛻𝑝 −

𝜕

𝜕𝑧
(𝐴𝑉

𝜕𝑢

𝜕𝑧
) − 𝛻 ⋅ (𝐴ℎ𝛻𝑢) + 𝐹 = 0  (2) 

where t is time; f(x,y) is the Coriolis parameter; ẑ  is the upward unit vector; p(x,y,z,t) is 

pressure; ρ0 is a reference density; AV(x,y,z,t) and Ah(x,y,z,t) are the vertical and horizontal 

eddy viscosities respectively; F represents body forces including form drag from obstacles in 

the flow; and x, y are the horizontal coordinates aligned to the east and north respectively. 

The free surface equation is formed by vertically integrating the continuity equation and 

applying the kinematic free surface and bottom boundary conditions: 

𝜕𝜂

𝜕𝑡
− 𝛻 ⋅ (∫ 𝑢𝑑𝑧

𝜂

−𝐻
) = 0     (3) 

where H is the water depth relative to the mean level of the sea. 

The model can be run in two- or three-dimensional mode. Frictional stress, τb, is applied at the 

seabed as a quadratic function of velocity: 

𝜏𝑏 = 𝜌𝐶𝐷𝑈𝑏|𝑈𝑏|     (4) 

where ρ = 1025 kg m-3 is the water density. The velocity, Ub, is either the velocity at the lowest 

sigma layer if the model is run in 3D or the depth-averaged velocity if run in 2D. The drag 

coefficient, CD, can be either a constant or calculated from the bed roughness lengthscale, z0, 

using: 
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𝐶𝐷 =  (
𝜅

ln ((𝑧𝑏+𝑧0)/𝑧0
)

2
     (5) 

where κ=0.4 is von Karman’s constant, and zb is the height above the bed of the lowest velocity 

point. 

Wind forcing was applied as a surface stress calculated from hourly wind speed and direction. 
Wind stress was calculated from the wind velocity by a standard quadratic relation: 
 

𝜏𝑥 = 𝜌𝑎𝐶𝑆𝑢𝑊    (6a) 
𝜏𝑦 = 𝜌𝑎𝐶𝑆𝑣𝑊    (6b) 

 
where (u,v) are the East and North components of wind velocity respectively, W is the wind 
speed (W = [u2+v2]½), ρa is the density of air, and the surface drag coefficient CS is calculated 
following Wu (1982) or Large and Pond (1981). 
 

The equations are discretized on an unstructured grid of triangular elements which permits 

greater resolution of complex coastlines. The momentum and free surface equations are 

solved using semi-implicit techniques to optimize solution time and avoid the CFL stability 

constraint (Walters 2016). The material derivative in (2) is discretized using semi-Lagrangian 

methods to remove stability constraints on advection (Casulli, 1987; Walters et al. 2008). The 

Coriolis term is solved using a 3rd order Adams-Bashforth method (Walters et al. 2009). Full 

details of the model discretization and solution methods can be found in Walters et al. (2013) 

and Walters (2016). The solution methods provide a fast, accurate and robust code that runs 

efficiently on multi-core desktop workstations with shared memory using OpenMP. Full details 

of the model discretization and solution methods, including the basis of the application to tidal 

energy, are given by Walters et al. (2013) and Walters (2016). 

 

2. Configuration and Boundary Forcing for Macleans Nose 
 

The unstructured mesh used in the model was adapted from the Wider Loch Linnhe System 
(WLLS) sub-model mesh of the Scottish Shelf Model (SSM; Marine Scotland, 2016). In the 
adapted mesh, the Sound of Raasay and waters to the north of Kyle Rhea have been removed, 
since these were causing instability in the model and do not contribute significantly to the 
oceanography of the region to the south of Skye. The modified domain and mesh is shown in 
Figure 1, with the area around Macleans Nose shown in Figure 2. 
 
The mesh was refined in the area around the Macleans Nose site (Figure 3). The spatial 
resolution of the model varied from 22m in some inshore waters to 7.8 km along the open 
boundary. In total, the model consisted of 112,339 nodes and 211,949 triangular elements. 
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Figure 1. The modified WLLS domain and mesh used in the Macleans Nose modelling. 

 
 

 

Figure 2. The unstructured mesh around the Macleans Nose site in Outer Loch Sunart and the Sound 
of Mull. The pen locations are indicated (). 
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Figure 3. The unstructured mesh around the Macleans Nose site. The pen locations are indicated (o). 

 

 

Figure 4. Model water depths, H (m), in the area around the Macleans Nose farm. The cage locations 
are indicated (). 

 
 
The model was forced along its open boundary by eight tidal constituents (O1, K1, Q1, P1, M2, 
S2, N2, K2), amplitudes and phase of which were obtained from the full Scottish Shelf Model. 
Spatially- and temporally-varying wind speed and direction data were taken from the ERA5 
global reanalysis dataset for the required simulation periods (ECMWF, 2021), with the data 
converted to surface stress using Equation 6. 
 
The model was run in 3D mode with 10 sigma layers evenly distributed over the water depth. 
Climatological river flow data, taken from the WLLS climatological runs (Marine Scotland, 
2016) were used. In all, 134 rivers are included in the WLLS domain, with nine entering the 
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domain in Loch Sunart and the western Sound of Mull. The climatological seasonal cycles of 
daily river flows in these nine rivers are shown in Figure 5. 
 
In the vertical, a general length-scale (gls) turbulence closure scheme was used (Umlauf and 
Burchard, 2003; Warner et al., 2005). The closure scheme requires bed and surface roughness 
lengthscales to be specified; these parameters were refined during the calibration process. 
 
 

 

Figure 5. Averaged flows from 9 rivers and streams entering Loch Sunart and the western Sound of 
Mull from the 30-year climatology used by the Scottish Shelf Model. The largest flow is from the 

Carnoch River at the head of Loch Sunart. 

 

3. Model Calibration and Validation 
 
The RiCOM model has previously been calibrated against sea level and current meter data 

from the north of Scotland (Gillibrand et al. 2016). For the current study, the model was further 

calibrated against hydrographic data collected at the site in 2017 (Figure 6). Data are available 

from: 

• 22nd March – 4th May 2017  (ID152, Macleans Nose North) 

• 5th May – 3rd July 2017   (ID159 and ID160, Macleans Nose North and South). 

In total, the data extend over 102 days. Two ADCPs were deployed on both occasions (Figure 

6), but the southern deployment during March – May 2017 (ID153) was corrupted and was not 

used for calibration/validation. Calibration was performed in a standard fashion, with bed 

friction and diffusion/dispersion coefficients adjusted to obtain the best fit against the observed 

sea surface height and current data. For the present location, stratification was considered to 

be significant and the model was run in 3D mode. The model was spun up for three days, and 

then run for the same periods as the observations and the modelled tidal elevation and velocity 

at the site evaluated against the observed data. Boundary temperature and salinity, and river 

flow data, were taken from the 30-year climatology produced by the Scottish Shelf Model 

(Marine Scotland, 2016b), corresponding to the time of year of the observations (March – July). 
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The calibrated modelled elevation and velocity are presented alongside the observed data 

below. 

 

 

Figure 6. Locations of the ADCP deployments (▲) relative to the pens (o) at Macleans Nose. Water 
depths (H, m) are shaded. 

 
 
Model performance was assessed using three metrics: the mean absolute error (MAE), the 
root-mean-square error (RMSE) and the model skill (d2). The first two are standard measures 
of model accuracy; the third, d2, is taken from Willmott et al. (1985) and lies in the range 0 ≤ d2 
≤ 1, with d2 = 0 implying zero model skill and d2 = 1 indicating perfect skill. 
 
 

3.1 Calibration: 22nd March – 4th May 2017 (ID152) 
 
The calibration used observed depth and current velocity from the ADCP location to compare 
with modelled sea surface height (SSH) and velocity (ADCP deployment ID152). The model 
was calibrated by varying the value of the bed and surface roughness lengthscales, z0 and zs. 
Simulations were performed with a range of values of both parameters, varying over the range 
0.001 ≤ z0, zs ≤ 1.0. After a number of simulations, a final parameter set was selected (Table 
1). 
 
The results of the calibration exercise are presented in Figure 7 – Figure 11  and Table 2. At 
the ADCP location, the sea surface height was accurately modelled, with model skill of 0.99. 
The mean absolute error (MAE) and root-mean-square error (RMSE) values of 0.14 m and 
0.17 respectively are about 2.8% and 3.4% of the spring tide range respectively.  
 

Table 1. Parameter values chosen for the RiCOM model from the calibration simulations. 

Parameter Description Value 

Bed roughness lengthscale, z0 (m) 0.03 
Surface roughness lengthscale, zs (m) 0.1 
Number of vertical layers 10 
Model time step (s) 36.0 
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For the calibration period, the model skill scores were 0.43 and 0.45 for the East and North 
components of near-surface (7.8m) velocity respectively, with RMSE values of 0.07 m s-1 and 
0.08 m s-1 for the two components of velocity (Table 2). At mid-depth of 16.8 m, the skill scores 
were 0.40 and 0.42 respectively, with RMSE in the range 0.05 – 0.07. At the near-bed depth, 
the skill are were lower, with RMSE in the range 0.04 – 0.07.  
 
These skill scores are lower than usually considered acceptable due to the complex baroclinic 
dynamics evident in the observations at the site (Figure 8). Internal waves are known to 
propagate in Loch Sunart (Elliott et al., 1992) and the data exhibit signals of significant internal 
wave activity at Macleans Nose, the strength of which is strongly dependent on the strength of 
stratification at the site during the observation period. Because we used climatological river 
runoff, rather than measured data, to force the model (due to a lack of accurate river flow data 
for the area, and a wish to have more generic rather than time-specific results), the simulated 
stratification almost certainly differed from the actual stratification, leading to differences in the 
simulated and observed baroclinic dynamics. These differences are manifest as differences in 
the tidal phase between observed and modelled velocity (Figure 9). Even though the 
magnitude of the current is well simulated, the phase lag between model and data leads to an 
enhanced error metrics. Note that the phase of the sea surface height is accurately reproduced 
(Figure 7), so we are confident that the barotropic tide is well simulated. 
 
 

 

Figure 7. Comparison between observed and modelled sea surface height from March - May 2017 
(ADCP deployment ID152) using model parameter values from Table 1. Both the full record (left) and 

a subset of 15 days (right) are shown. Observed data are in blue, model results in red. 

 

Table 2. Model performance statistics for sea surface height (SSH) and East and North velocity at the 
ADCP location ID152 from December 2016 – February 2017 at three depths: 7.8m, 16.8m and 36.8m. 

 Skill, d2 MAE RMSE 

Sea Surface Height (SSH, m) 0.99 0.14 0.17 

7.8 m  
East Velocity (m s-1) 0.43 0.05 0.07 

North Velocity (m s-1) 0.45 0.07 0.08 

16.8 m 
East Velocity (m s-1) 0.40 0.05 0.06 

North Velocity (m s-1) 0.42 0.05 0.07 

36.8 m 
East Velocity (m s-1) 0.26 0.04 0.05 

North Velocity (m s-1) 0.19 0.06 0.07 



 
 

  Version Number: 1 

Macleans Nose Hydrodynamic Model Description                          Page 11 of 23 

 

 

 

 

Figure 8. Observed semi-major axis amplitude (left) and phase (right) of the M2 tidal constituent at 
Macleans Nose during March – May 2017 (ID152). The mid-depth changes in both amplitude and 

phase are strongly indicative of baroclinic wave activity. The tidal analysis was performed in Matlab 
using T_TIDE (Pawlowicz et al., 2002). 

 
 

 

Figure 9. Comparison between observed and modelled East (left) and North (right) components of 
velocity at the ADCP location for 15 days in March – April 2017 (ID152) at three depths: 7.8 m (top), 

16.8 m (middle) and 36.8 m (bottom). Observed data are in blue, model results in red. 

 
 
The scatter plots (Figure 10) and histograms (Figure 11) demonstrate that despite the phase 
difference between modelled and observed velocity, the magnitude and direction of the 
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modelled currents compare very well with observations. As a result, simulations of waste 
deposition should not be adversely affected by the velocity phase difference (which will be 
variable anyway). 
 

 

 

Figure 10. Scatter plot of observed and modelled velocity at the ADCP location from March – May 
2017 (ID152) at three depths: 7.8 m (top), 16.8 m (middle) and 36.8 m (bottom). Observed data are in 

blue, model results in red. 
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Figure 11. Histograms of observed and modelled speed (left) and direction (right) at the ADCP 
location from March – May 2017 (ID152) at three depths: 7.8 m (top), 17.8 m (middle) and 36.8 m 

(bottom). Observed data are in blue, model results in red. 

 

 
3.2 Validation: 5th May – 3rd July 2017 (ID159) 
 
At the ADCP location, the sea surface height was reasonably modelled, with model skill of 0.99 
(Figure 12, Table 3). The mean absolute error (MAE) and root-mean-square error (RMSE) 
values of 0.18 m and 0.23 respectively are about 3.6% and 4.6% of the spring tide range 
respectively.  
 
 

Table 3. Model performance statistics for sea surface height (SSH), and East and North velocity at the 
ADCP location from May – July 2017 (ID159) at three depths, 7.2m 16.2 m and 36.2 m.  

 Skill, d2 MAE RMSE 

Sea Surface Height (SSH, m) 0.99 0.18 0.23 

7.2m  
East Velocity (m s-1) 0.52 0.05 0.06 

North Velocity (m s-1) 0.58 0.05 0.07 

16.2m 
East Velocity (m s-1) 0.46 0.05 0.06 

North Velocity (m s-1) 0.49 0.05 0.06 

36.2m 
East Velocity (m s-1) 0.32 0.04 0.05 

North Velocity (m s-1) 0.27 0.04 0.06 

 

Model skill scores were 0.52 and 0.58 for the East and North components of near-surface (7.2 
m) velocity respectively, with RMSE values of 0.06 m s-1 and 0.07 m s-1 respectively. (Figure 
13, Table 3). As with the calibration simulation (ID152) the phase of the modelled velocity 
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differed, sometimes significantly, from the observed velocity phase. However, the scatter plots 
and (Figure 14) histograms (Figure 15) demonstrate again that the magnitude and direction of 
the observed currents were well simulated by the model.  
 
At mid- and near-bed depths, the RMSE values were similar to those at the surface (0.04 – 
0.06 m s-1). The difference in phase between model and data was particularly enhanced at the 
near-bed depth, leading to lower skill scores (0.32 and 0.27 for East and North components 
respectively), although the scatter plots (Figure 14) and histograms (Figure 15) demonstrate 
the accurate prediction of current magnitude and direction at the seabed. 
 

 

  

Figure 12. Comparison between observed and modelled sea surface height from May – July 2017 
(ADCP deployment ID159) using model parameter values from Table 1. Both the full record (left) and 

a subset of 15 days (right) are shown. Observed data are in blue, model results in red. 

 

 

Figure 13. Comparison between observed and modelled East (left) and North (right) components of 
velocity at the ADCP location for 15 days in May 2017 (ID159) at three depths: 7.2 m (top), 16.2 m 

(middle) and 36.2 m (bottom). Observed data are in blue, model results in red. 
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Figure 14. Scatter plot of observed and modelled velocity at the ADCP location from May – July 2017 
(ID159) at three depths: 7.2 m (top), 16.2 m (middle) and 36.2 m (bottom). Observed data are in blue, 

model results in red. 
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Figure 15. Histograms of observed and modelled current speed (left) and direction (right) at the ADCP 
location from May – July 2017 (ID159) at three depths: 7.2 m (top), 16.2 m (middle) and 36.2 m 

(bottom). Observed data are in blue, model results in red. 

 

 
3.3 Validation: 5th May – 3rd July 2017 (ID160) 
 
At the ADCP location, the sea surface height was reasonably modelled, with model skill of 0.99 
(Figure 16, Table 4). The mean absolute error (MAE) and root-mean-square error (RMSE) 
values of 0.20 m and 0.25 are 4% and 5% respectively of the spring tide range.  
 

 

Table 4. Model performance statistics for sea surface height (SSH), and East and North velocity at the 
ADCP location from May – July 2017 (ID160) at three depths: 7.8m 16.8 m and 42.8 m. 

 Skill, d2 MAE RMSE 

Sea Surface Height (SSH, m) 0.99 0.20 0.25 

7.8 m  
East Velocity (m s-1) 0.46 0.05 0.07 

North Velocity (m s-1) 0.58 0.06 0.07 

16.8 m 
East Velocity (m s-1) 0.53 0.05 0.06 

North Velocity (m s-1) 0.55 0.05 0.06 

42.8m 
East Velocity (m s-1) 0.50 0.03 0.04 

North Velocity (m s-1) 0.20 0.06 0.07 

  

 
East and north components of near-surface (7.8 m depth) velocity at the ADCP location were 
satisfactorily reproduced by the model, with values of the model skill, d2, of 0.46 and 0.58 
respectively (Figure 17, Table 4). The values of the MAE and RMSE were in the range 0.05 – 
0.07 m s-1 (Table 4). At  mid-depth (16.8 m), the model skill, RMSE and MAE values were 
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similar. The scatter plots and histograms shown in Figure 18 and Figure 19 demonstrate that 
the modelled currents were broadly of the same speed and direction as the observed data. 
 
 

    

Figure 16. Comparison between observed and modelled sea surface height from May – July 2017 
(ADCP deployment ID160) using model parameter values from Table 1. Both the full record (left) and 

a subset of 15 days (right) are shown. Observed data are in blue, model results in red. 

 
 

 

Figure 17. Comparison between observed and modelled East (left) and North (right) components of 
velocity at the ADCP location for 15 days in May 2017 (ID160) at three depths: 7.8 m (top), 16.8 m 

(middle) and 42.8 m (bottom). Observed data are in blue, model results in red. 

 
 
The observed near-bed velocity data at 42.8m exhibit a curious feature (Figure 18). The 
orientation of the near-bed flow is to the NNE, rather than the NW like the near-surface and 
mid-depth flow. Despite numerous attempts, we have been unable to reproduce the observed 
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orientation in the model results. The modelled velocities are orientated to the NW, similar to 
those at the shallower depths. We suspect that a small-scale bathymetric feature close to the 
deployment location, not resolved in the model bathymetry, is steering the near-bed flow in a 
direction offset from the main flow.  
 

 

 

Figure 18. Scatter plot of observed and modelled velocity at the ADCP location from May – July 2017 
(ID160) at three depths: 7.8m (top),  16.8 m (middle) and 42.8m (bottom). Observed data are in blue, 

model results in red. 
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Figure 19. Histograms of observed and modelled current speed (left) and direction (right) at the ADCP 
location from May – July 2017 (ID160) at three depths: 7.8m (top),  16.8 m (middle) and 42.8m 

(bottom). Observed data are in blue, model results in red. 

 

 
4. Modelled Flow Fields 
 
Modelled near-surface flood and ebb velocity vectors at spring tides are illustrated in Figure 
20. Modelled current speeds in the Sound of Mull at springs were typically 20 cm s-1, but 
currents were weaker flowing around the Macleans Nose site. Modelled currents speeds were 
weaker during neap tides (Figure 21), although not substantially in the case shown. Near-
surface currents are, of course, affected by wind forcing and baroclinic dynamics as well as 
tidal forcing. 

 

  

Figure 20. Modelled flood (left) and ebb (right) surface current vectors during spring tides on 12th April 
and 8th April 2017 respectively. For clarity, only 25% of the model vectors are shown. The locations of 

the farm pens are indicated (O). 
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Figure 21. Modelled flood (left) and ebb (right) surface current vectors during neap tides on 21st April 
and 18th April 2017 respectively. For clarity, only 25% of the model vectors are shown. The locations of 

the farm pens are indicated (O). 

 
 
5. Modelled Velocity, January – April 2020 
 
For the NewDepomod simulations, RiCOM was run from 29th January – 28th April 2020 (90 
days) using the same parameter set described in this report (Table 1). Wind forcing was again 
taken from ERA5 (ECMWF, 2021) and climatological river flows used. The modelled near-bed 
East and North components of velocity for this period, at both ADCP deployment locations, are 
shown in Figure 22. Note that although the modelled velocities are shown for the ADCP 
locations, current measurements were not made at the site in 2020; these model results are 
shown for indirect comparison with previous simulations and data only. 
 

 

Figure 22. Modelled near-bed East and North components of velocity at the northern (top) and 
southern (bottom) ADCP locations for the period January – April 2020. Observations of velocity were 

not made at this time, so the modelled results cannot be compared directly with data. 
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The modelled near-bed velocity results from 2020 are compared with the measured data from 
2017 (ID152 and ID160) as a scatter plot (Figure 23). These results are shown to demonstrate 
that the flow fields used with NewDepomod in the waste solids dispersion modelling (Mowi, 
2022) are consistent in direction and magnitude with the model results from the calibration 
process described in this report (e.g. Figure 10 and Figure 18). Note that the (localised) 
difference in near-bed current direction between model and data is still evident at the ID160 
location. 
 
 

 

Figure 23. Modelled near-bed East and North components of velocity at the northern (left) and 
southern (right) ADCP locations for the period January – April 2020. The measured near-bed data 
from earlier ADCP deployments ID152 and ID160 are shown for indirect (not contemporaneous) 

comparison. 
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